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There is large variety of accelerators, but in this course we will focus on storage rings which are 
usually used for cooling of the hadron beam. The reason for this is that all known cooling 
processes are very slow and required from thousands to millions of turns in storage ring for 
hadron beam to be cooled. Hence we will consider hadrons circulating in a storage ring – a 
nearly perfect periodic structure with practically zero energy losses: even for LHC operating at 
top energy of 7 TeV synchrotron radiation is so feeble that its effect can be seen only in abut 12 
hours.  
Hence, let’s consider a periodic Hamiltonian for such storage ring with circumference C: 

       (M.2.1) 

which defines periodicity of the system. Naturally: . 
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⎣

⎤
⎦;

H X ,s( ) = 1
2

hij (s)xi
i=1

2n

∑
i=1

2n

∑ x j ≡
1
2
X T ⋅H(s) ⋅ X ; H(s+C) ≡H(s);

D(s) = S ⋅H(s)S =
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⎢
⎢
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⎥
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⎥;→ D(s+C) = D(s);

X s( ) =M so s( )X so( ); ′M so s( ) ≡ dM so s( )
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The LHC is not a perfect circle. It is made of eight arcs and eight ‘insertions’.  LHC consists of 
eight 2.45-km-long arcs, and eight 545-m-long straight sections. The arcs contain the dipole 
‘bending’ magnets, with 154 in each arc. An insertion consists of a long straight section plus two 
(one at each end) transition regions — the so-called ‘dispersion suppressors’. The exact layout of 
the straight section depends on the specific use of the insertion: physics (beam collisions within 
an experiment), injection, beam dumping or beam cleaning. Each arc, with a regular lattice 
structure, contains 23 arc cells, and each arc cell has a FODO structure (main dipole magnets + 
quadrupole magnets + other multipoles magnets), 106.9 m long 

https://www.lhc-closer.es/taking_a_closer_look_at_lhc/0.lhc_layout    
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We will skip details of how matrices of individual elements are calculated – if you are interest in 

this, look though lectures 6-9 in our Advanced Accelerator Physics course: [2] 
http://case.physics.stonybrook.edu/index.php/PHY564_fall_2022 

Just let us pay attention on how transport matrices are manipulated, multiplied, inverted: 

Hence, let’s consider a periodic Hamiltonian for such storage ring with circumference C: 

which defines periodicity of the system.: 

; (M.2.2) 

Specifically:  

Transport matrices a multiplied from right to left in order of the appearances 

 

Matrices can describe motion forward (s1->s2: s2> s1) or backwards (s1->s2: s2<s1), which is -

naturally – is an inverse matrix of that for motion forward. 

1. X(s) =M so s( )X(so )→M so so( ) = I;
2. X(s1) =M so s1( )X(so ); X(s2 ) =M s1 s2( )X(s1) =M s1 s2( )M so s1( )X(so );

X(s2 ) =M s0 s2( )X(so )→M so s2( ) ≡M s1 s2( )M so s1( );
3. M so so( ) ≡M so s( )M s so( ) = I→M s so( ) =M−1 so s( ).

Mtl = Mn
ordered n=1

N

∏ ≡MNMN−1.....M2M1.
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Since hadrons are circulating in storage rings for millions and billions of turns, it is very 

important that their motion is stable at each turn. Properties of one turn transport matrix are the 

key for investigating stability of the particle’s motion: 

          (M.2.3) 

with it eigen values li 
     (M.2.4) 

determining stability of the system. System is unstable of some of . Before making specific 

statements about the stability, we look at the properties of the eigen values.  

First, eigen values are a function of periodic system and do not depend on the azimuth, s. It is 

easy to show that a one-turn matrix is transformed by the transport matrix as 

    (M.2.5) 

 

 

It means that  has the same eigen values as , i.e. eigne values are unique feature of the 

storage ring and do not depend upon choose of s for calculating one-turn matrix: 

  (M.2.6) 

T(s) =M s s+C( ); T(s+ n ⋅C) ≡ T(s), n = int

� 

det T− λi ⋅ I[ ] = 0

� 

λi >1

T(s1) =M s s1( ) ⋅T(s) ⋅M−1 s s1( )
T(s1) =M s1 s1 +C( ) =M s+C s1 +C( )M s1 s+C( ) =M s+C s1 +C( )M s s+C( )M s1 s( )
M s+C s1 +C( ) ≡M s s1( ), M s1 s( ) ≡M−1 s s1( )⇒T(s1) =M s s1( )T(s)M−1 s s1( )#

� 

T(s1)

� 

T(s)

det MTM−1 − λi ⋅I⎡⎣ ⎤⎦ = det M T − λi ⋅I( )M−1⎡⎣ ⎤⎦ = det T − λi ⋅I⎡⎣ ⎤⎦
⇒det T s1( )− λi ⋅I⎡⎣ ⎤⎦ = det T s( )− λi ⋅I⎡⎣ ⎤⎦ = 0
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The matrix  is a real, complex conjugate of eigen value  which is also eigen value of  
 

Furthermore, the symplecticity of  requires that  also is eigen value of . Proving that the 
inverse matrix  has  as a eigen value is easy. 

 

At the same time 
  (M.2.7) 

and here, symplectic conditions help us again. Thus, the real symplectic matrix has n pairs of 
eigen values as follows: a) inverse { }, and b) complex conjugate { }.  
Let’s assume that matrix T can be diagonalized.  Therefore, repeating the matrix T again and 
again undoubtedly will cause an exponentially growing solution if . The set of eigen 
vectors Yi of matrix T  

      (M.2.8) 

is complete and an arbitrary vector X can be expanded about this basis: 

  (M.2.8) 

where we introduce matrix U built from eigen vector of the matrix T: 

     (M.2.9) 

� 

T

� 

λi
*

� 

T

� 

T− λi ⋅ I[ ]* = T− λ*i ⋅ I[ ] = 0

� 

T

� 

λi
−1

� 

T

� 

T−1

� 

λi
−1

TYi = λiYi ; T
−1T = I→ T−1T( )Yi = IYi = Yi

T−1TYi = λiT
−1Yi = Yi → T−1Yi = λi

−1Yi

� 

0 = det T−1 − λi
−1I[ ] = det S TT − λi

−1I[ ]S−1( ) = det TT − λi
−1I[ ] = det T− λi

−1I[ ]

� 

λi,λi
−1

� 

λi,λi
*

� 

λi >1

T ⋅Yi = λi ⋅Yi;                      i = 1,2....2n

X = aiYi
i=1

2n

∑ ≡ U ⋅ A,  U = Y1.......Y2n⎡⎣ ⎤⎦ ,     AT = a1.......a2n⎡⎣ ⎤⎦.

� 

T ⋅U =U ⋅ Λ, Λ =
λ1 ... 0
... ... ....
0 .... λ2n

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
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Diagonalization of the matrix T gives: 
     (M.2.10) 

Multiple application of matrix T (i.e., passes around the ring) 

         

exhibit exponentially growing terms if the module of even one eigen value is larger than 
1, , ; we easily observe that a solution with the initial condition  grows 
exponentially: 

 
Immediately this suggests that the only possible stable system is when all eigen values are uni-
modular 

.      (M.2.11) 
otherwise assuming  means that there is eigen value .  
In general case of multiplicity of eigen vectors, the matrix cannot be diagonalized but can be 
brought to Jordan normal form  that belong to a eigen value  with multiplicity h:  

. 
The result is even stronger than in the diagonal case: motion is unstable even when :  

 

� 

U−1 ⋅T ⋅U = Λ, or T =U ⋅ Λ ⋅U−1

� 

Tn ⋅ X = λi
naiYi

i=1

2n

∑

� 

λk = λ eiµ

� 

λ >1

� 

Xo = ReakYk

� 

TnXo = λ n ReakYke
inµ .

� 

λi =1

� 

λi <1

� 

λk = λi
−1; λk =1/ λi >1

� 

Yk,1,...,Yk,h{ }

� 

λk

� 

T ⋅Yk,h = λkYk,h; T ⋅Yk,m = λkYk,m +Yk,m+1; m = 1...h − 1

λk = 1

� 

T ⋅Yk,h−1 = λkYk,h−1 +Yk,h ⇒ Tn ⋅Yk,h−1 =Yk,h−1 + n ⋅Yk,h
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There is no good reason to study exotic case of unstable periodic system, unless you are 
interested in blowing up the beam size and loose particles. Hence, let’s focus on case of stable 
motion with 2N linearly independent eigen vectors. In other words, there are n pairs of eigen 
vectors, which determine modes of oscillations: 

.  (M.2.12) 

where the complex conjugate pairs are identical to the inverse pairs.  

Eq. (M.2.10) can be rewritten as  

   (M.2.13) 

and matrix U built from complex conjugate eigen vectors of T: 

  (M.2.14) 

Thus, eigen vectors can be transported from one azimuth to another by the transport matrix: 

    (M.2.15) 

It is eigen vector of  - just add (4) to (14): 

 

λk ≡ 1/ λk+1 ≡ λ*
k+1 ≡ e

iµk ; µk ≡ 2πν k ,  {k = 1,...n}

� 

T(s) =U(s)ΛU−1(s); Λ =

λ1 0 0
0 λ1

* 0
... 0

0 0 0 λn
*

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 
⎟ 

; T(s) ⋅U(s) =U(s) ⋅ Λ

� 

U(s) = Y1,Y1
* ....Yn ,Yn

*[ ];     T(s)Yk (s) = λkYk (s)    ⇔  T(s)Yk
*(s) = λk

*Yk
*(s)  

� 

˜ Y k (s1) =M s s1( ) ˜ Y k (s) ⇔ d
ds

˜ Y k =D s( ) ⋅ ˜ Y k

T(s1)

� 

T(s1) ˜ Y k (s1) =M s s1( )T(s)M−1 s s1( )M s s1( ) ˜ Y k (s) =M s s1( )T(s) ˜ Y (s) = λkM s s1( ) ˜ Y (s) = λk
˜ Y k (s1)#
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Similarly,  

    (M.2.16) 

with the obvious follow-up by 

   (M.2.17) 

The kth eigen vectors are multiplied by  after each pass through the period. Hence, we can 
write 

  (M.2.18) 

   (M.2.19) 

It is remarkable that the symplectic products (M.2.12) of the eigen vectors are non-zero only for 
complex conjugate pairs: in other words, the structure of the Hamiltonian metrics is preserved 

here.  is obvious. Using only the symplecticity of T gives us desirable yields 

 

 for  

.    (M.2.20) 

and only the nonzero products for  are clearly pure imaginary1: 

,     (M.2.21) 

where we chose the calibration of purely imaginary values as 2i for the following expansion to 
be symplectic.  

1     

� 

˜ U (s1) = M s s1( ) ˜ U (s) ⇔ d
ds

˜ U = D s( ) ⋅ ˜ U 

� 

˜ U (s + C) = ˜ U (s) ⋅ Λ, ˜ Y k (s + C) = λk
˜ Y k (s) = eiµk ˜ Y k (s)

� 

eiµk

� 

˜ Y k (s) = Yk (s)eψ k s( ); Yk (s + C) = Yk (s); ψk s + C( ) =ψk s( ) + µk

� 

˜ U (s) = U(s) ⋅ Ψ(s), Ψ(s) =

eiψ1 (s) 0 0
0 e− iψ1 (s) 0

... 0
0 0 0 e−iψ n (s)

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 
⎟ 

Yk
T ⋅S ⋅Yk ≡ 0

Yk
T ⋅S ⋅Yj =Yk

T ⋅TTST ⋅Yj = λkλ j Yk
T ⋅S ⋅Yj( )⇒ (1− λkλ j ) Yk

T ⋅S ⋅Yj( ) = 0

� 

λkλ j ≠1

� 

Yk
T * ⋅S ⋅Yj≠k = 0; Yk

T ⋅S ⋅Yj = 0;

� 

λk =1/λ j = λ* j

� 

Yk
T * ⋅S ⋅Yk = 2i

A*T ⋅S ⋅A( )* = AT ⋅S ⋅A*( ) = − A*T ⋅S ⋅A( )T = − A*T ⋅S ⋅A( )
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Eqs. (20-21) in compact matrix form is  

.   (M.2.22) 

The expressions for the transport matrices through b, a-functions, and phase advances often 
derived as a “miraculous” result, and hence called matrix gymnastics, is just a trivial 
consequence of our parametrization:: 

 

with a specific case of a one-turn matrix: 

      

S-orthogonality (20) provides an excellent tool of finding complex coefficients in the expansion 
of an arbitrary solution X(s) 

  

 . (M.2.23) 
where 2n complex coefficients, which are constants of motion*! for linear Hamiltonian system, 
can be found by a simple multiplications (instead of solving a system of 2n linear equations (7)) 

  (M.2.24) 

Equation (23) is nothing else but a general parameterization of motion in the linear Hamiltonian 
system. It is very powerful tool and we will use this many times in this course.  
* In matrix form using (M.2.16) we have  

 

� 

UT ⋅S ⋅U ≡ ˜ U T ⋅S ⋅ ˜ U = −2iS, U−1 = 1
2i

S ⋅UT ⋅S

� 

M s s1( ) = ˜ U (s1) ˜ U −1(s) = 1
2i

˜ U (s1) ⋅S ⋅ ˜ U T (s) ⋅S = 1
2i

U(s1) ⋅ Ψ(s1) ⋅S ⋅ Ψ
−1(s) ⋅UT (s1)

� 

T =UΛU−1 = 1
2i
UΛSUTS

Xo = aiYi
i=1

2n

∑ ⇒ X (s) = 1
2

ak !Yk + ak
* !Yk

*( )
k=1

n

∑ ≡ Re akYke
iψ k

k=1

n

∑ ≡ 1
2
!U ⋅ A = 1

2
U ⋅Ψ ⋅ A = 1

2
U ⋅ !A

ai =
1
2i
!Yi
*T SX ; !ai ≡ aie

iψ
i =
1
2i
Yi
*T SX ;

A = 2 !U−1 ⋅ X = −iΨ−1 ⋅S ⋅UT* ⋅S ⋅ X ; !A = ΨA = −i ⋅S ⋅UT* ⋅S ⋅ X .

X = 1
2
!UA, ′X = 1

2
! ′U A+ !U ′A( ) = DX = 1

2
D !U ⋅ A = 1

2
! ′U ⋅ A⇒ ′A = 0
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1D system with a linear periodical Hamiltonian: 

.  (M.2.25) 

The equations of motion are simple 

.  (M.2.6) 

A one-turn matrix within its determinant (ad-bc=1)  

  (M.2.27) 

  (M.2.28) 

where w(s)* and u(s) are real functions and calibration was used for (21). T has a trace  

   (M.2.29) 

(because ). Thus, the stability of motion - µ is real - is easy to check:  

    (M.2.30) 

where some well-know resonances are excluded: The integer , and the half-
integer  as being unstable (troublesome!).  

*We are free to multiply the eigen vector Y by  to make a real number. In other words we 

define the choice of our phase as  

� 

˜ h = p2

2
+ K1(s)

y 2

2
; H =

K1 0
0 1

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ ;D = SH =

0 1
−K1 0
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ 

� 

d
ds

x
p
⎡ 

⎣ 
⎢ 
⎤ 

⎦ 
⎥ =

0 1
−K1 0
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ ⋅

x
p
⎡ 

⎣ 
⎢ 
⎤ 

⎦ 
⎥ =

p
−K1x
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ (i.e. ′ x ≡ p)

� 

T(s) =
a b
c d
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ =U(s)ΛU−1(s); Λ =

λ 0
0 1/λ
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ =

eiµ 0
0 e−iµ

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ ;

� 

Y =
w

u + i /w
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ ; ˜ Y =

w
u + i /w
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ eiψ ; U =

w w
u + i /w u − i /w
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ ; ˜ U = U ⋅

eiψ 0
0 e−iψ

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

Trace(T) = Trace(Λ) = 2cosµ

Trace(ABA−1) = Trace(B)

� 

−2 < Trace(T) < 2

� 

µ = 2πm

� 

µ = 2(m +1)π

� 

eiφ

!Y (s) =
!y1(s)
!y2(s)

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟
; w(s) = !y1(s) ;ψ (s) = arg !y1(s)( ).
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Combining (28) into the equations of motion (25)  

.  (M.2.31) 

Then, separating the real and imaginary parts, we have from the first equation: 

.      (M.2.32) 

Plugging these into the second equation yields one nontrivial equation on the envelope function, 
w(s): 

.       (M.2.33) 

Thus, the final form of the eigen vector can be rewritten as 

     (M.2.34) 

The parameterization of the linear 1D motion is  

      

   (M.2.35) 

where a and j are the constants of motion.  

� 

d
ds

w
u + i /w
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ eiψ =

0 1
−K1 0
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ ⋅ ˜ Y =

w
u + i /w
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ eiψ ⇒

′ w +iw ′ ψ = u + i /w
′ u − i ′ w /w 2 + i ′ ψ u + i /w( ) = −K1w

u = ′w ; ′ψ = 1
w2

� 

′ ′ w + K1(s)w = 1
w 3

Y = w
′w + i / w

⎡

⎣
⎢

⎤

⎦
⎥; ′ψ = 1

w2 ; !Y = Ye
iψ

� 

x
′ x 

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ = Re aeiϕ w

′ w + i /w
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ eiψ

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ ;

� 

x = a ⋅w(s) ⋅ cos ψ(s) + ϕ( )
′ x = a ⋅ ′ w (s) ⋅ cos ψ(s) + ϕ( ) − sin ψ(s) + ϕ( ) /w(s)( )

€ 

aw
€ 

a /w

€ 

a " w 2 +1/w 2

x'

x
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Tradition in accelerator physics calls for using the so-called b-function, which simply a square of 
the envelope function: 

.    (M.2.36) 

and a wavelength of oscillations divided by 2p. Subservient functions are defined as 

.   (M.2.37) 

While α,β,γ are frequently used in accelerator physics, unless they are equipped with indices 
αx,y,βx,y,γx,y, they can be easily mistaken with relativistic factors β and γ. Beware of this 
possibility and see in what contexts α,β,γ are used. 
Manipulations with them is much less transparent, and oscillation (35) looks like 

    (M.2.38) 

Finally, (13’) gives us a well-known feature in AP parameterization of a one-turn matrix:  

   (M.2.39) 

� 

β ≡ w2 ⇒ ′ ψ =1/β

α ≡ − ′β / 2 ≡ −w ′w , γ ≡ 1+α
2

β

x = a ⋅ β(s) ⋅cos ψ (s)+ϕ( )

′x = − a
β(s)

⋅ α (s) ⋅cos ψ (s)+ϕ( ) + sin ψ (s)+ϕ( )( )

T = UΛU−1 = Icosµ + Jsinµ;   J =
α β
−γ −α

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
;J2 = −I
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Summary of 1D treatment 
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Summary of 1D treatment 
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A little bit more complex is fully coupled 2D case. First, the equation for eigen values of 
symplectic matrix has symmetric coefficients: 

  (M.2.40) 

with only one coefficient c2 remaining unknown. 

 (M.2.41) 

  (M.2.42) 

 det T − λI[ ]= c4λ
4 + c3λ

3 + c2λ
2 + c1λ + c0 = 0 ⇒

λ 4 det T − λ −1I⎡⎣ ⎤⎦ = λ 4 c4λ
−4 + c3λ

−3 + c2λ
−2 + c1λ

−1 + c0( ) = 0

⇒ c4 + c3λ + c2λ
2 + c1λ

3 + c0λ
4 = 0

⇒ c0 = c4;c3 = c1;c0 = 1;c3 = −Trace[T];

 

T s( ) = A B
C D

⎡

⎣
⎢

⎤

⎦
⎥;  det T − λI[ ] = λ 4 − λ

3

Tr T[ ]+ λ 2

c2 − λTr T[ ]+1= 0;

c2 = a11  a22  -a12  a21

detA
! "## $##  + d11  d22  - d12  d21

detD
! "## $## - (b11  c11  b12  c21  + b21  c12  + b22  c22

Tr[B⋅C ]
! "###### $###### ) 

+a11  d11  + a11  d22 + a22  d11   + a22  d22

Tr[A]⋅Tr[B]
! "###### $######  

T s( ) = A B
C D

⎡

⎣
⎢

⎤

⎦
⎥;  det T − λI[ ] = λ 4 − λ

3

Tr T[ ]+ aλ 2

− λTr T[ ]+1= 0

a = 2detA +Tr A[ ]⋅Tr D[ ]−Tr BC[ ]
(note detA = detD;detC = detB = 1− detA)
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Finding roots: 

(M.2.43)
 

Stability conditions for coupled 2D motions is: 
       (M.2.44) 

And finally, the parameterization  

 

 (M.2.45)

 

d λ( ) = λ 4 − λ
3

Tr T[ ]+ aλ 2

− λTr T[ ]+1= λ − λ1( ) λ − λ1
−1( ) λ − λ2( ) λ − λ2

−1( );zk = λk + λk
−1

d λ( ) = λ 2 − λz1 +1( ) λ 2 − λz2 +1( ) = λ 4 − λ 3 z1 + z2( ) + λ 2 z1z2 + 2( )− λ z1 + z2( ) +1
z1 + z2 = Tr T[ ] = Tr A + B[ ];z1z2 = a − 2→ z − z1( ) z − z2( ) = z2 − z z1 + z2( ) + z1z2 = 0

z2 − z ⋅Tr A + B[ ]+ a − 2 = 0⇒ zk =
Tr A + B[ ]

2
±

Tr A + B[ ]2
4

+ 2 − a
⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪

1/2

;

Tr A + B[ ]2
4

−Tr A[ ]⋅Tr D[ ]+ 2(1− detA)+Tr BC[ ] = Tr A − B[ ]2
4

+ 2detC +Tr BC[ ];

zk = 2cosµk =
Tr A + B[ ]

2
±

Tr A − B[ ]2
4

+ 2detC +Tr BC[ ].

cosµk ≤1;k = 1,2

� 

X =

x
Px

y
Py

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 

= Re ˜ a 1Y1 + Re ˜ a 1Y2 = Re a1
˜ Y 1 + Re ˜ a 1 ˜ Y 2

 

Yk = Rk + iQk;   !Yk =

wkxe
iψ kx

ukx + ivkx( )eiψ kx

wkye
iψ ky

uky + ivky( )eiψ ky

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥

;   ψ kx (s +C) =ψ kx (s)+ µk; ψ ky(s +C) =ψ ky(s)+ µk;

wkxvkx +wkyvky = 1;
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Conditions: there are  

  

 (M.2.46) 

 
Conditions are result of symplecticity. Conditions a) and b) are equivalent to Poincaré’s 
invariants conserving sum of projections on (x-px)  and (y-py) planes.   

 

   

 (M.2.47) 

 

One should note for completeness that there is another way of parameterization of coupled 
motion proposed by Edward and Teng (D.A.Edwards, L.C.Teng, IEEE Trans. Nucl. Sci. NS-20 
(1973) 885), which differs from what we are discussing here.  

� 

Yk
*T SYk = 2i;  Y1

*T SY2 = 0; Y1
T SY2 = 0;   θk =ψkx −ψky

a)  w1xv1x = w2yv2y = 1− q     ⇒ v1x = 1− q
w1x

;  v2y = 1− q
w2y

b)   w1yv1y = w2xv2x = q   ⇒ v2x = q
w2x

;  w1y = q
w1y

c)    c = w1xw1y sinθ1 = −w2xw2y sinθ2

d)   d = w1x u1y sinθ1 − v1y cosθ1( ) = −w2x u2y sinθ2 − v2y cosθ2( )
e)   e = w1y u1x sinθ1 + v1x cosθ1( ) = −w2y u2x sinθ2 + v2x cosθ2( )

� 

Y1 =

w1xe
iϕ1x

u1x + i q
w1x

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ eiϕ1x

w1ye
iϕ1y

u1y + i1− q
w1y

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟ e

iϕ1y

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 

;  Y2 =

w2xe
iϕ 2x

u2x + i1− q
w2x

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ eiϕ 2x

w2ye
iϕ 2y

u2y + i q
w2y

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟ e

iϕ 2y

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
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Full 3D treatment. 
Just for completeness, full 3D linearized motion requires 6x6 transport matrix of the storage ring 
(again, look at Lecture 11 in our Advanced Accelerator Physics course: [2] 
http://case.physics.stonybrook.edu/index.php/PHY564_fall_2022). We  than can solve cubic 
equation on  of its eigen values 

 (M2-48) 

 

 

λ + λ−1( )
det T s( )− λI⎡⎣ ⎤⎦ = 0→ λ + λ−1( )3 + b2 λ + λ−1( )2 + b1 λ + λ−1( ) + bo = 0;

T =
A B C
D E F
G H J

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

 

p6 λ( ) = λ−1
k − λ( ) λk − λ( )

k=1

3

∏ = 0; λ−1
k − λ( ) λk

λ
⎛
⎝⎜

⎞
⎠⎟ = − λk − λ

−1( );
λk − λ

−1( ) λk − λ( ) = λ 2
k − λk λ + λ−1( ) +1( ) = −λk λ + λ−1( )− λk + λk

−1( )( );
1
λ 3 p6 λ( ) = λ + λ−1( )− λk + λk

−1( )( )
k=1

3

∏ = !p3 λ + λ−1( )→ !p3 λ + λ−1( ) = 0.

λ 6 +α 5λ
5 +α 4λ

4 +α 3λ
3 +α 2λ

2 +α1λ +1= 0
λ−6 +α 5λ

−5 +α 4λ
−4 +α 3λ

−3 +α 2λ
−2 +α1λ

−1 +1= 0
1+α 5λ +α 4λ

2 +α 3λ
3 +α 2λ

4 +α1λ
5 + λ 6 = 0⇒

α1 =α 5 = −Trace[T];
α 2 =α 4 = detA + detE + det J +Tr(A) ⋅Tr(E)+Tr(A) ⋅Tr(J )+Tr(J ) ⋅Tr(E)

−Tr(BD)−Tr(CG)−Tr(FH )
....
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and check that the 3D motion is stable 

  (M2-49 

and define three eigen vectors and their complex conjugates: 

 (M2-50) 

with the symplectic orthogonality relations that we already discussed: 

     (M2-51) 

which will apply multiple (15 to be exact!) relations on the component of the eigen vectors, with 

the simples being: 

     (M2-52) 

Frequently there are a lot simpler cases, some of which we going to consider. It is also much 

better known in accelerator literature and papers. Hence, step back to 2D. 

λk = 1; λk = e
iµk ; µk = 2πQk; k = 1,2,3

Yk s( ) =

wkxe
iχkx

vkx + i
qkx
wkx

⎛
⎝⎜

⎞
⎠⎟
eiχkx

wkye
iχky

vky + i
qky
wky

⎛

⎝⎜
⎞

⎠⎟
eiχky

wkτe
iχkτ

vkτ + i
qkτ
wkτ

⎛
⎝⎜

⎞
⎠⎟
eiχkτ

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

;Yk s +C( ) = Yk s( );T s( )Yk s( ) = eiµkYk s( );k = 1,2,3

Yk
TSYj = 0; Y

*
j
T SYk = 2iδ kj;

qkx + qky + qkτ = 1; k = 1,2,3
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Accelerator with constant energy – closed orbit. 
One of the most used approximations (and simplification) is coming from the fact that in the 
most of the accelerators (especially in storage rings) longitudinal (or so called synchrotron) 
oscillations are very slow, when compared with transverse (or so called betatron) oscillations. 
Specifically, in most of typical storage rings it takes from few hundreds to few thousands of 
turns to complete one synchrotron oscillation. Furthermore, in hadron storage ring, where losses 
on synchrotron are practically absent, one can operate beam in so-called coasting mode – e.g. 
without any AC (RF) fields. Thus, let’s consider such an accelerator and study how particles 
motion depends on their energy (momentum ) and explicitly no time dependence.  

    (M2-52) 

Since the energy of the particle is constant but time is slipping: 

     (M2-53) 

po

 

H L =
mc
po

⋅
π x

2 +π y
2

2
+ mc

po

⎛
⎝⎜

⎞
⎠⎟

3

⋅ πτ
2

2
+

L xπ y − yπ x( ) + gxxπτ + gyyπτ +
F
mc

x2

2
+ N
mc

xy + G
mc

y2

2
;

π x =
P1

mc
; π y =

P3

mc
; πτ =

δ
mc

;

d
ds

πτ = − ∂H
∂τ

= 0→πτ = const;

d
ds

ττ =
∂H
∂πτ

= gxx + gyy +
mc
po

⎛
⎝⎜

⎞
⎠⎟

3

⋅πτ
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we can simplify the equations of motion for 2D case plus energy dependence and time slippage: 

  (M2-54) 

or in explicit matrix form: 

  (M2-55) 

 

H L = H β +H δ ; Z
T = x,π x , y,π y( );

H β =
mc
po

⋅
π x

2 +π y
2

2
+ F
mc

x2

2
+ N
mc

xy + G
mc

y2

2
+ L xπ y − yπ x( );

H δ =
mc
po

⎛
⎝⎜

⎞
⎠⎟

3

⋅ πτ
2

2
+ gxxπτ + gyyπτ ;

d
ds
Z = Dβ ⋅Z +πτ ⋅Fδ ; πτ ⋅C = S ∂

∂Z
Hδ ; Fδ

T = C ⋅ 0 −gx 0 −gy⎡
⎣⎢

⎤
⎦⎥
;

dZ
ds

= D ⋅Z +πτ ⋅C;  D =

0 1 −L 0
− f 0 −n −L
L 0 0 1
−n L −g 0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

; C =

0
−gx
0
−gy

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

.

dτ
ds

= gxx + gyy +
mc
po

⎛
⎝⎜

⎞
⎠⎟

3

πτ ; gx =
mc
po

⎛
⎝⎜

⎞
⎠⎟

2
eEx

poc
− mc2

povo

K; gy =
mc
po

⎛
⎝⎜

⎞
⎠⎟

2 eEy

poc
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We shall note that for ultra-relativistic particles (or in the absence of the electric fields!) only the 
curvature  of the trajectory remains as the driving term  for transverse motion. Solution for 
of the in-homogeneous equation for Z can be trivially expressed using 4x4 transport matrix: 

.

 (M2-56) 

For periodic system we can find “periodic transverse orbit” for an off-momentum particle: 

.

 (M2-57) 

K gx

Z = Zβ +πτ ⋅R;
dZβ

ds
= D ⋅Zβ ;

dR
ds

= D ⋅R +C;

M ≡M4 x4;
dM s( )
ds

= D ⋅M s( ); Zβ s( ) =M s( )Zβo;

R s( )=M s( )A s( ); M s( ) dA
ds

= πτ ⋅C⇒ dA
ds

=M−1 s( )C s( );M−1 = −SMTS;

⇒ A s( ) = M−1 ξ( )C ξ( )
o

s

∫ dξ; R s( ) =M s( ) Ao + M−1 ξ( )C ξ( )
o

s

∫ dξ
⎛
⎝⎜

⎞
⎠⎟

R s( ) = M ξ s( )C ξ( )
o

s

∫ dξ;η

η s +C( ) = M ξ s +C( )C ξ( )
o

s+C

∫ dξ = T s( )η s( ) + M ξ s +C( )C ξ( )
s

s+C

∫ dξ

M ξ s +C( ) = T s( )M ξ s( );T s( ) ≡M s s +C( );

η s +C( ) =η s( )⇒ I−T( )η s( ) = M ξ s +C( )C ξ( )
s

s+C

∫ dξ;

η s( ) = I−T s( )( )−1 M ξ s +C( )C ξ( )
s

s+C

∫ dξ; Z = Zβ +πτ ⋅η s( ).
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We will find expression for such closed periodical orbit expressed via eigen vectors – naturally 

the results would be identical. The - function is called transverse 

dispersion (picking analogy from optics). Unfortunately in accelerator physics terminology there 
is a number of confusions… and frequently the dispersion is represented by 

. Read the context to be sure… 

Next natural step is to look onto the slippage of the particle in time for a particle without betatron 
oscillations =0 (we will add them later): 

 

(M2-58) 

First (red) term corresponds to the velocity dependence on the particles energy – it is weak for 
ultra-relativistic particles moving very-very close to the speed of the light, but it is important for 
hadron accelerators. Hence, we will keep it. Again, for a periodic system we  

   

(M2-59) 

η = ηx ηpx ηy ηpy
⎡
⎣⎢

⎤
⎦⎥

D = Dx Dpx Dy Dpy
⎡
⎣⎢

⎤
⎦⎥

Zβ

Z = πτ ⋅η s( ); dτ
ds

= gxηx + gyηy +
mc
po

⎛
⎝⎜

⎞
⎠⎟

3⎛

⎝
⎜

⎞

⎠
⎟ πτ ;

τ s( ) = fτ s( )πτ ; fτ s( ) = fτ 0( ) + mc
po

⎛
⎝⎜

⎞
⎠⎟

3

⋅ s + gx ξ( )ηx ξ( ) + gy ξ( )ηy ξ( )( )
0

s

∫ dξ.

fτ s +C( ) = fτ s( ) + mc
po

⎛
⎝⎜

⎞
⎠⎟

3

⋅C + gx ξ( )ηx ξ( ) + gy ξ( )ηy ξ( )( )
s

s+C

∫ dξ =ητ ⋅C;

ητ =
1
C

gxηx + gyηy( )
0

C

∫ ds + mc
po

⎛
⎝⎜

⎞
⎠⎟

3

;
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It worth expressing it for a simple case when electric field is zero  

   

(M2-60) 

e.g. the dependence of the travel time around the storage ring on particles momentum as two 
components: one corresponds to increase in velocity (kinematic) and the other (geometrical) to - 
typically - elongation of the trajectory in bending magnets – particles with higher energy travel at 
larger radius. In general,  can be either negative or positive. When two terms cancel each 
other, travel time around storage ring is energy independent – this energy is called critical. If the 
geometrical term  in the accelerator is positive, the accelerator does not have 
critical energy. Such conditions do not come naturally and require a special, so call negative 
compaction factor lattice: 

. 

ηδ =
po
mc

ητ =
mc
po

⎛
⎝⎜

⎞
⎠⎟

2

− 1
C
c
vo

K(s)ηx
0

C

∫ (s)ds = 1
βo

2γ o
2 −

1
βo

Kηx

ητ

gxηx + gyηy

α c = gxηx + gyηy > 0
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Now, let’s find the full set of eigen vectors for 3D motion using T6x6 one turn transport matrix.  

Let’s start from obvious eigen vector:  

   (M2-61) 

nothing depends on the time shift! A particle following the reference particle with some time 
delay follow the same trajectory but with the given time delay. Next eigen vector is not a simple 
vector but a root vector: 

 (M2-62) 

 

Note, this is clearly degenerated case when matrix T6x6 can not be diagonalized and we have to 
use root vectors, but the symplectic product  

     (M2-63) 

 

is well behaving.  

Yτ =

0
0
0
0
1
0

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥

;T6x6Yτ = Yτ ;λτ = 1.

Yδ =

ηx

ηpx

ηy

ηpy

χτ

1

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

=
η
χτ

1

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
; T6x6Yδ = Yδ +ητYτ ; λδ = 1.

Yτ
TSYδ = 1
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What it left is to define the structure of 6-component betatron eigen vectors. Again, since energy 
is constant, it does not depend on the transverse motion, e.g. the corresponding element is simply 
zero: 

   (M2-64) 

 

which is generally not true for the time component. While it can be calculated directly and after 
long manipulations brought to the form we derive easily using symplectic orthogonality of eigen 
vector of symplectic matrix T:  

.   (M2-65) 

With root vectors is just a bit different, but still trivial. Note that betatron eigen vectors is a 
regular are symplectic-orthogonal to  is a regular eigen vector with eigen value of 1 and, 
naturally, 

     (M2-66) 

 

Yk =

wkxe
iχkx

vkx +
iqk
wkx

⎛
⎝⎜

⎞
⎠⎟
eiχkx

wkye
iχky

vky +
i(1− qk )
wky

⎛

⎝⎜
⎞

⎠⎟
eiχky

ykτ
0

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

=

Ykβ
ykτ
0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

Yi
T T TST( )Yk = YiTSYk →λiλk ⋅Yi

TSYk = Yi
TSYk;

λiλk −1( )YiTSYk = 0.

Yτ

Yτ
TSYk = 0; k = 1,2.
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Note, that this is also requirement is equivalent to requirement that 6th component of betatron 
eigen vectors  is equal zero. It takes one extra step to prove that for root eigen vector : 

.  (M2-67) 

This gives us automatically explicit expression for 5th component of the betatron eigen vectors: 

. (M2-68) 

This equation makes explicit the dependence of the arrival time on amplitudes and phases of 
betatron oscillation. In locations where dispersion is zero (called achromatic), this dependence 
vanishes 

    (M2-69) 

Yk Yδ

Yk
T T TST( )Yδ = YkTSYδ ; TYδ = Yδ +ητYτ

λk ⋅ Yk
TSYδ +ητYk

TSYτ( ) = YkTSYδ ; YkTSYτ = 0;
λk −1( )YkTSYδ = 0→Yk

TSYδ = 0.

Yk
TSYδ = 0→

Ykβ
ykτ
0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

T

S4 x4 0 0
0 0 1
0 −1 0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

η
χτ

1

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
= Ykβ

TSη + ykτ = 0;

ykτ = −Ykβ
TSη =ηTSYkβ =

ηx vkx +
iqk
wkx

⎛
⎝⎜

⎞
⎠⎟
−ηpxwkx

⎛

⎝⎜
⎞

⎠⎟
eiχkx + ηy vky +

i(1− qk )
wky

⎛

⎝⎜
⎞

⎠⎟
−ηpywky

⎛

⎝
⎜

⎞

⎠
⎟ e

iχky .

η = 0⇔ ykτ = 0.
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Important note for people who dealing with dependence of particle’s arrival time of particles on 
transverse (betatron) motion – a term important for optical stochastic and coherent electron 
cooling. Let’s consider a transfer line where particles propagate with constant energy. One can 
try simply to integrate equation for arrival time, but because we are using Hamiltonian system, 
there is a simpler and much more convenient way of doing it using symplectic conditions, i.e. 
that symplectic product of two solutions is an invariant of motion” 

, 

which is easy to prove 

, 

Now, let’s select two initial conditions:  

 

 

d
ds
X1,2 s( ) = SH s( ) ⋅X1,2 s( ); X1T s( )SX2 s( ) = X1T so( )SX2 so( ) = inv

X1
TSX2( )′ = X1TSX2′ + X1T ′SX2 = X1T SSH( )X2 + X1T SH( )T SX2

SS = −I; SH( )T = −HS→ X1
TSX2( )′ = −X1

THX2 + X1
THSX2 = 0#

X1 so( ) =
Xβ so( )
0
0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

;Xβ so( ) =

xo
π xo

yo
π y0

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

;X2 so( ) =
η so( )
0
1

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

;

X1
T so( )S6x6X2 so( ) = Xβ so( )T S4 x4η so( );
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which gives us explicit expression for change in arriving time caused by betatron oscillations: 

 

What is most interesting, that in absence of transverse field (i.e. curvature), this  is zero. It 
is relatively easy to show by remembering that  is solution of inhomogeneous equation 
(M2-55): 

  

while  is solution of homogeneous equation 

 

Hence 

 

 is zero in the abcense of transverse fields when C=0. In other words, one need to bend beam’s 
trajectory to couple travel time with transverse positions and angles. 
 

X1 s( ) =
Xβ s( )
Δτ s( )
0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

;X2 s( ) =
η s( )
0
1

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

;

X1
TS6x6X2 = Xβ

TS4 x4η + Δτ s( ) 0⎡
⎣

⎤
⎦

0 1
−1 0

⎡

⎣
⎢

⎤

⎦
⎥

0
1

⎡

⎣
⎢

⎤

⎦
⎥ = Xβ s( )T S4 x4η s( )+ Δτ s( );

Δτ s( ) = Xβ so( )T S4 x4η so( )− Xβ s( )T S4 x4η s( ).
Δτ s( )

η s( )

dη
ds

= D4 x4 ⋅η +C; ; CT = 0, mc
po

⎛
⎝⎜

⎞
⎠⎟

2
eEx

poc
− mc2

povo
K , 0, mc

po

⎛
⎝⎜

⎞
⎠⎟

2 eEy

poc

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
;

Xβ

dXβ

ds
= D4 x4 ⋅Xβ ;D4 x4 = S4 x4H4 x4;

Xβ
TS4 x4η( )′ = Xβ

T ′S4 x4η + Xβ
TS4 x4η′ = Xβ

TS4 x4C
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Separating betatron oscillations. Note that in accelerator jargon we call fast transverse motions 
(e.g. not related to energy of particles) “betatron” oscillations. Naming is historical and related to 
oscillations studied in one of the accelerator types – betatron. Let’s formally separate energy 
dependent motion from transverse “betatron” oscillations using a Canonical transformation:  

  (M2-70) 

while we can prove that matrix of such transformation is symplectic, it is also very easy to do 
using a generation function noticing that  is not changing during the transformation 

  (M2-71) 

 

!H Xβ( ) = H !X + Xδ( )− ∂F
∂s

= H !X + Xδ( ) +
+ ′ηx !πτ !π x +ηpx !πτ( )− ′ηpx !πτ !x + ′ηy !πτ !π y +ηpy !πτ( )− ′ηpy !πτ !y

 !πτ = πτ

 

F q, !P( ) = x −ηx !πτ( ) !π x +ηpx !πτ( ) + y −ηy !πτ( ) !π y +ηpy !πτ( )
+τ !πτ − ηxηpx +ηyηpy( ) !πτ

2

2

πτ =
∂F
∂τ

= !πτ ; !τ = ∂F
∂ !πτ

= τ −ηx !π x +ηpx !x −ηy !π y +ηpy !y;

xβ = !x =
∂F
∂ !π x

= x −ηx !πτ ;yβ = !y =
∂F
∂ !π y

= y −ηy !πτ ;

π x =
∂F
∂x

= !π x +ηpx !πτ ; π y =
∂F
∂y

= !π y +ηpy !πτ .
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We should note that transformation (12-13) is linear:  

 (M2-72) 

with matrix L naturally being symplectic – you can directly check that it is correct. We can 
follow a direct way of finding form of Hamiltonian in the new variables (e.g. transforming 
coefficients in Hamiltonian (11-21) and adding s-derivative of the transfer function), but since 
the transformation is simply linear we can use a short-cut rewriting (2-14) as  

  (M2-73) 

where we used that =0.  

 

!X == L ⋅X = I ⋅X −πτ

η
0
0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
+

O
−ηx π x −ηpxπτ( ) +ηpx x −ηxπ x( )−ηy π y −ηpyπτ( ) +ηpy y −ηyπτ( )

0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

 

!X =
!Z
!τ
!πτ

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
= X −

πτη
0
0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
−

O
ηTS !Z
0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
;X =

Z
τ
πτ

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
; !Z = Z −πτη;

X = !X +
!πτη
0
0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
+

O
ηTS !Z
0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
;

ηTSη



January 30, 2023 Lecture 2 35

Now it is relatively straight-forward to write equations of motion is new variables: 

 (M2-74) 

It means that the transverse part of the Hamiltonian remain the same since   

    (M2-75) 

but the  components, as expected, vanish. It means that in new Hamiltonian mixed 

components between longitudinal  and 
 
disappear. A non-zero 

component of type  in the new Hamiltonian will generate non-zero additional 

component in (12-17): 

 

which contradict the findings.  

 

dX
ds

= DX; d
!X
ds

= !D !X;D = D4x4 0 C
.... ....

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
; dZ
ds

= D4x4Z +Cπτ ; ′η = D4x4η +C;

d !X
ds

= dX
ds

−πτ

′η
0
0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
−

O
d
ds

ηTS !Z( )
0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

=

′Z −πτ ′η
d
ds

τ −ηTS !Z( )
0

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

=

D4 x4 Z −πτη( )
d
ds
!τ

0

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

=
D4 x4
!Z

′!τ
0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

.

D4 x4 = S4 x4 ⋅H 4 x4

 

d !Z
ds

= D4x4
!Z; !D4x4 ≡ D4x4;

C

 
!τ , !πτ{ }  

!ZT = xβ ,π xβ , yβ ,π yβ{ }
 a !τ + b !πτ( ) !zi

 

d!zk
ds

= Ski
∂ !H
∂ !zi

= Ski a !τ + b !πτ( )
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Hence, both the Hamiltonian and new D matrix have a block diagonal form: 

  (M2-76) 

It is also possible to prove it explicitly by considering in detail the only remaining equation in 
(12-16) for . This also allows us to find explicitly expression for the longitudinal 
Hamiltonian .  

 (M2-77) 

with  and we used obvious 

. 

!H =
H 4x4 O4x2

O2x4
!Hl2x2

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
; !D = S ⋅ !H =

D4x4 O4x2

O2x4
!Dl2x2

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
; !H 4x4 = H 4x4

 ′!τ

 
!Hl

 

d !τ
ds

= d
ds

τ −ηTSZ( ) = d
ds

τ −ηTS !Z( )
dτ
ds

== gxx + gyy +
mc
po

⎛
⎝⎜

⎞
⎠⎟

2⎛

⎝
⎜

⎞

⎠
⎟ πτ = πτ

mc
po

⎛
⎝⎜

⎞
⎠⎟

2

+CTS !Z + !πτη
T( );

ηTS !Z( )′ = ηT DT
4x4 +C

T( )S !Z +ηTSDT
4x4
!Z = CTS !Z; → d !τ

ds
= !πτ

mc
po

⎛
⎝⎜

⎞
⎠⎟

3

+CTSηT
⎛

⎝
⎜

⎞

⎠
⎟

CT = 0 −gx 0 −gy⎡
⎣⎢

⎤
⎦⎥

 η
T DT

4x4S !Z +ηTSD4x4
!Z =ηT H 4x4

!Z −ηT H 4x4
!Z = 0
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We can re-write (21019) for  explicitly as  

;    (M2-78) 

and the new Hamiltonian as 

  (M2-79) 

where I dropped tilde for compactness. It is important to remember that in this new variables  

   (M2-80) 

 ′!τ

 

d !τ
ds

= !πτ
mc
po

⎛
⎝⎜

⎞
⎠⎟

2

+ηxgx +ηygy
⎛

⎝
⎜

⎞

⎠
⎟

  

!H = H β +H δ ;

H β =
π xβ

2 +π yβ
2

2
+ F
poc

xβ
2

2
+ N
poc

xβyβ +
G
poc

yβ
2

2
+ L xβπβy − yβπβx( );

H δ =
mc
po

⎛
⎝⎜

⎞
⎠⎟

2

+ gxηx + gyηy

⎛

⎝
⎜

⎞

⎠
⎟
πτ

2

2
= cτ

πτ
2

2

dXβ

ds
= S

∂H β

∂Xβ

= DβXβ ;
d
ds

!τ
πτ

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
=

cτ
0

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
πτ ;→ !τ = πτ cτ

o

s

∫ ξ( )dξ

 

!τ = ∂F
∂ !πτ

= τ −ηxπ xβ +ηpxxβ −ηy !π y +ηpyyβ ;

τ = c to(s)− t( ).
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It means that arrival time dependence on transverse oscillations is well hidden in  

  (M2-81) 

Since, without time dependent components in the Hamiltonian, the betatron and longitudinal 
motions are fully decoupled. It also means that in new variables our eigen vectors become: 

   (M2-82) 

The reason for disappearance of the transverse component in : it is caused by measuring the 
transverse orbit from the closed orbit for deviated energy. Similarly, disappearance time 
component in betatron eigen vectors is caused by its explicit inclusion into the new time variable. 

 
t = to(s)−

τ
c
= to(s)−

!τ
c
−
ηxπ xβ −ηpxxβ +ηy !π y −ηpyyβ

c

 

Ykβ =

Ykβ
0
0

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

; Y !τ =
O
1
0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
;Y !δ =

O
0
1

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
;

 Y !δ
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Synchrotron oscillations: Intuitive approach

C = C(Ε);  v = c ⋅ 1− mc2

E
⎛
⎝⎜

⎞
⎠⎟

2

T = C(Ε)

c ⋅ 1− mc2

E
⎛
⎝⎜

⎞
⎠⎟

2

Revolution Time T = Circumference/velocity

T = To ⋅ 1+ηc
ΔE
Eo

+ ....
⎛
⎝⎜

⎞
⎠⎟

; ΔE ≡ E−Eo

� 

Vrf =Vo ⋅ sin 2π ⋅ frf ⋅ t( );  f rf = h /To

� 

2π ⋅ f rf ⋅ ts(n) = Nπ  → sin 2π ⋅ f rf ⋅ ts(n)( ) = 0

Synchronous particle: n is just a turn number

RF cavity

t(n) = ts (n)+τ (n)

τ (n +1) = τ (n)+ηcTo
ΔE(n)

 Eo

;

ΔE(n +1) = ΔE(n)± qVo ⋅sin frf ⋅τ (n +1)( )
ΔE

t

ηc > 0

Stable  phase

ηc < 0

ηc= 0 is a special case and called a transition energy

ηc is a function of the accelerator lattice
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Synchrotron oscillations – much more details 
With constant longitudinal momentum (energy) of particle, it propagates along a periodic orbit 
determined by dispersion function and momentum deviation for the reference particle, and also 
executes transverse betatron oscillation with respect to this orbit: 

   (M2-83) 

where  are periodic eigen vectors of the transverse oscillations: 

. 

In addition, we found that particles with energy deviation are slipping in time as follows: 

  (M2-84)  

with  is the contribution from the betatron motion. To be exact, we just separated two parts of 
the linear motion using the fact that solution o linear differential equation are additive (linear 
combination of solution is a solution) and that there no time dependence. 

Z = Zβ +πτ ⋅η s( );η s +C( ) =η s( ); ′η = Dη +C;

′Zβ = D ′Zβ ;Zβ = Re akYkβ s( )ei ψ k (s )+ϕk( )

k=1

2

∑ ;

T4 x4Ykβ = e
iµkYkβ

τ s( ) = πτ ητ ⋅ s + χτ (s)( ) +τ β (s);χτ (s +C) = χτ (s)

ητ ⋅ s + χτ (s) =
mc
po

⎛
⎝⎜

⎞
⎠⎟

2

⋅ s + gx ξ( )ηx ξ( ) + gy ξ( )ηy ξ( )( )
0

s

∫ dξ;

ητ =
1
C

gxηx + gyηy( )
0

C

∫ ds + mc
po

⎛
⎝⎜

⎞
⎠⎟

2

;

τ β
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Adding RF fields. Finally we are ready to move to synchrotron oscillations. Let’s consider that 
we adding alternating (AC) longitudinal electric field on the beam axis 

    (M2-85) 

For a moment we do not need to pick any specific form of this field, as far it does supports our 
assumption that the reference particle’s trajectory in time, space and momentum exist. 
Specifically, it means that we request that  

    (M2-86) 

e.g. that alternating electric field crosses zero at the time of the passing of the reference particle. 
For a storage ring (a periodic system) the accelerating field has to be is periodic. The AC field 
(called RF field in the accelerators) has to satisfy the same condition.  

  (M2-87) 

where  is called revolution period in the storage ring.  

dE
ds

= −eEs (s,t)

dEo

ds
= −eEs s,to s( )( ) = 0

Es s +C,t( ) = Es s +C,t( ); Es s + nC,to s + nC( )( ) = 0;
to s + nC( ) = to s( ) + nTo; To =

C
vo
.

To
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In practice, the alternating EM fields are generated in resonant cavities and have a sine-wave 
time dependence: 

  (M2-88) 

where we simply numerated various RF frequencies , which frequently can be just a single 
frequency. In combination with (12-29) it yields requirement that all RF frequencies have to be 
harmonic of the revolution frequency: 

   (M2-89) 

with the field on axis of: 

    

For a single harmonic RF (12-32) becomes  and 

     

 

Es s,t( ) = ReEn s( )eiωnt

n
∑ = En s( ) sin −ω nt +φn s( )( )

n
∑ ;

ω n

Toω n = 2πhn;hn − inger; ω n = hnω o

fRFn =
ω n

2π
= hn frev; frev =

ω o

2π
= 1
To

= vo
C
.

Es s,t( ) = ReEn s( )eiωnt

n
∑ = e En s( ) sin hnω o t − to s( )( )−φn s( )( )

n
∑ ;

En s( ) sin φn s( )( )
n
∑ = 0.

φn s( ) = ±π

Es s,t( ) = eErf s( )sin hrfω o t − to s( )( )( )
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Note that the sign of  depends on what node of the sin-wave we choose. We can add the term 
corresponding to this longitudinal field using our full accelerator Hamiltonian (which doable but 
not necessary), or by noticing that  

  (M2-90) 

corresponds to a term in Hamiltonian of 

  (M2-91) 

Thus, we can write a generic Hamiltonian without expansion in time domain: 

 (M2-92) 

 

Erf

dπτ

ds
= 1
poc

d E-Eo( )
ds

= e
poc

En s( ) sin hnω ot −φn s( )( )
n
∑

 

δH = e
poc

En cos hnko !τ +τ add( ) +φn( )
hnkon

∑ ; ko =
ω o

c
= 2π
C
vo
c
;

τ add =ηxπ xβ −ηpxxβ +ηy !π y −ηpyyβ ;

dπτ

ds
= −

∂ δH( )
∂ !τ

= e
poc

En sin hnko !τ +τ add( ) +φn( )
hnkon

∑ ;

  

!H = H β +H δ +δ H

H β =
mc
po

⋅
π xβ

2 +π yβ
2

2
+ F
po

xβ
2

2
+ N
mc

xβyβ +
G
po

yβ
2

2
+ L xβπβy − yβπβx( );

H δ =
mc
po

⎛
⎝⎜

⎞
⎠⎟

2

+ gxηx + gyηy

⎛

⎝
⎜

⎞

⎠
⎟
πτ

2

2
= cτ

πτ
2

2

δ H = e
poc

En cos hnko !τ +τ add( ) +φn( )
hnkon

∑
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Linearized part of the additional Hamiltonian term is 

.   (M2-93) 

While looking simpler than original Hamiltonian, adding RF fields made the Hamiltonian fully 
3D coupled through . Hence, next step – let’s consider case without betatron oscillations 

: 

  (M2-94) 

or in linear case 

   (M2-95) 

Coefficients in both Hamiltonians are s-dependent and the Hamiltonians are not constants of 
motion. Naturally the (12-38) linear system, when stable, can be solved using 1D 
parameterization  

 (M2-96) 

δH τ = −
e !τ +τ add( )2

poc
hnko En cos φn( )

n
∑

τ add
 !τ = τ

 
H s =

mc
po

⎛
⎝⎜

⎞
⎠⎟

2

+ gxηx + gyηy

⎛

⎝
⎜

⎞

⎠
⎟
πτ

2

2
+ e
poc

En s( ) cos hnkoτ +φn( )
hnkon

∑

 
H sL =

mc
po

⎛
⎝⎜

⎞
⎠⎟

2

+ gxηx + gyηy

⎛

⎝
⎜

⎞

⎠
⎟
πτ

2

2
− τ 2

2
e
poc

hnko En s( ) cos φn( )
n
∑

τ = asws s( )cos ψ s s( ) +ϕs( ); ′ψ s =
1
ws

2 ;

πτ = as ′ws s( )cos ψ s s( ) +ϕs( )− 1
ws s( ) sin ψ s s( ) +ϕs( )⎧

⎨
⎩

⎫
⎬
⎭
.
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This said, in majority of the storage rings, synchrotron oscillations are very slow and it takes 
from hundreds to tens of thousands turns to complete a single synchrotron oscillations. In this 
case small variations during one pass around a ring can be averaged. The easiest way is just to 
average the Hamiltonians (12-37) and (12-38): Beware, this is an approximation which brakes if 
synchrotron tune is relatively larger (let’s say ~ 0.1). Still, it is easy way to get something useful 
– lets’ do it: 

 (M2-97) 

  

H s = ητ
πτ

2

2
+
eURF !τ( )
poc

⎛
⎝⎜

⎞
⎠⎟
; ′URF 0( ) = 0;

URF !τ( ) = 1
C
⋅ e
mc

Vn
hnko

cos hnko !τ +φn( )
n
∑ ; ητ =

mc
po

⎛
⎝⎜

⎞
⎠⎟

3

+ gxηx + gyηy ;

Vn cos θ +φn( ) = cosθ
hnko

En s( ) cosφn s( )
o

C

∫ − sinθ
hnko

En s( ) sinφn s( )
o

C

∫ .
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The averaged Hamiltonian does not depend on s and is invariant of motion. Thus we can say that  

    (M2-98) 

are equivalent to trajectories in the phase space of . Let’s consider a single frequency RF – a 
traditional single frequency RF – well know pendulum equation: 

   (M2-99) 

 

 
Plot of the equipotential for Hamiltonian (M2-99)– stable motion occurs around the zero or 180 
degrees, depending on the relative sign of .  

Stationary points are  

   (M2-100) 

 

  
H s =ητ

πτ
2

2
+
eURF !τ( )
mc

= H o;

τ ,π

 

H s =ητ
πτ

2

2
+ 1
C
eVRF
poc

cos kohrfτ( )
kohrf

= H o;

dτ
ds

=ητπτ ;
dπτ

ds
= 1
C
eVRF
poc

sin kohrfτ( );

eURFητ

dτ
ds

=ητπτ = 0;→πτ = 0;
dπτ

ds
= 0;→φo = kohrfτ = Nπ;
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Expanding around the stationary point we  

  (M2-101) 

Stable points are 

 

As we discussed during last class  determines the sign on the longitudinal mass. When it is 
negative, not minima but maxima of the potential correspond to stable points. 

 

H s =ητ
πτ

2

2
− 1
C
eVRF
poc

kohrf
τ
2

2

cos φo( );

Ωs
2 = ητhrf

ko
C
eVRF
poc

; cos φo( ) = ±1; Cko = 2πβo

Ωs =
ητ kohrf
C

eVRF
poc

= 1
C

2πhrf
mc
po

⎛
⎝⎜

⎞
⎠⎟

3

+ gxηx + gyηy
eVRF
poc

;

Ωs = ητ kohrf
eVRF
mc

;µs = ΩsC = 2πητhrf
eVRF
poc

;

Qs =
µs

2π
=

ητ ohrf
2π

eVRF
poc

−ητeVRF cos φo( ) > 0;⇒ φs = 2Nπ; ητeVRF < 0;
φs = (2N +1)π; ητeVRF > 0;

ητ
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Parameterization using real (non-complex) parameters. Since for a stable system 
eigen vectors are uni-modular complex numbers, eigen vectors are also complex and 
satisfy purely imaginary symplectic orthogonally conditions (9). Naturally matrix T can 
not be diagonalized using real matrices, but it can be brought to a block-diagonal form 
comprising simple 2x2 rotation matrices using following considerations: 

  (M2-102) 

which is equivalent to 

  (M2-103 

where by construction matrix Q is real. We can use a symbolic form of expressing block 
diagonal shape of O by writing  

    (M2-104) 

 

     

Yk = Rk + iQk ;Yk
* = Rk− iQk ;T ⋅Yk = eiµkYk ; T ⋅Yk

* = e−iµkYk ;

T ⋅Rk = Rk ⋅cosµk−Qk ⋅sinµk ;T ⋅Qk = Qk ⋅cosµk + Rk ⋅sinµk ;

      

Q = R1,Q1,...Rn ,Qn( )→ T ⋅Q = Q ⋅O→ T = Q ⋅O ⋅Q−1;

O =
O1 … 0

  
0  On

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

;Ok =
cosµk sinµk

−sinµk cosµk

⎛

⎝

⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟
;OT = O−1

     

O =
O1 … 0

! " !
0 # On

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

= Ok ;
k⊕
∑
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It is also symplectic, which is result of simple observation that follows from symplectic 
orthogonally of  pairs: 

 (M2-105) 

  Rk ,Qk

     

Yk
*TSYm≠k = 0→ Rk

TSRm = 0; Rk
TSQm≠k = 0;Qk

TSQm = 0;

Y *
k
T SYk = Rk− iQk( )T

S Rk + iQk( )= −iQk( )iRk
TSQk− iQk

TSRk = 2iRk
TSQk = 2i;

Rk
TSQk =−Qk

TSRk =1;

QTSQ = ...Rk ,Qk ...( )T
S ...Rk ,Qk ...( ) ...RkQk ...( )T

...SRk ,SQk ...( )=

R1
TSR1 R1

TSQ1

Q1
TSR1 Q1

TSQ1

⎛

⎝

⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟
… 0

  

0 
Rn

TSRn Rn
TSQn

Qn
TSRn Qn

TSQn

⎛

⎝

⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

=

=

0 1
−1 0

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

… 0

  

0  0 1
−1 0

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

= S#
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There is one to one connection between real matrix Q and complex matrix U 

 (M2-106) 

which means that putting matrix Q in motion is  

  (M2-107) 

Again, it gives us connection between transport matrices and parametrization: 

  (M2-108) 

     

U = Q

1 1
i −i

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

… 0

  

0  1 1
i −i

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

;Q =
U
2

1 −i
1 i

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

… 0

  

0  1 −i
1 i

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

      

Q s1( )= M s s1( )Q s( )= Q s1( )⋅ O s s1( );

O s s1( )=
cos ψk s1( )−ψk s( )( ) sin ψk s1( )−ψk s( )( )
−sin ψk s1( )−ψk s( )( ) cos ψk s1( )−ψk s( )( )

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⊕
∑

     
M s s1( )= Q s1( )⋅ O s s1( )Q s( )−1

=−Q s1( )⋅ O s s1( )SQT s( )S
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Probably the most interesting is application of this expression for full period matrix 
(either from eq. (33) or eq. (29)): 

 (M2-109) 

where   are block diagonal 2x2 matrices with non-zero block in k-position on the 
diagonal. Now we will extract constants and expand one-turn transport matrix though 
eigen matrices: 

   (M2-110) 

This matrices have very nice features of n mutually orthogonal pair of 1 and i: 

  (M2-110) 

which result in trivial adding phase advance in equation (35): 

   (M2-112) 

T=Q ⋅O ⋅Q−1= Q ⋅ Ok⎡⎣
⎤
⎦ ⋅Q

−1;
⊕
∑ Ok⎡⎣

⎤
⎦=

0 0

...
... 0 ...
0 Ok 0

... 0 ...

...

0 .... 0

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

Ok =
cosµk sinµk
−sinµk cosµk

⎛

⎝

⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟
= cosµk Ik + sinµkσk ;σ=

0 1
−1 0

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

   Ik ,σk

     

T = Ek cosµk + J k sinµk( )
k⊕
∑ ;

Ek = Q ⋅ Ik
⎡
⎣
⎤
⎦ ⋅Q

−1;J k = Q ⋅ σk
⎡
⎣
⎤
⎦ ⋅Q

−1; Q−1 =−SQTS.

     

Ik
⎡
⎣
⎤
⎦
2

= Ik
⎡
⎣
⎤
⎦ →Ek

2 = Q ⋅ Ik
⎡
⎣
⎤
⎦ ⋅Q

−1Q ⋅ Ik
⎡
⎣
⎤
⎦ ⋅Q

−1 = Q ⋅ Ik
⎡
⎣
⎤
⎦ ⋅Q

−1 = Ek ;

σk
⎡
⎣
⎤
⎦
2

=− Ik
⎡
⎣
⎤
⎦ → J k

2 = Q ⋅ σk
⎡
⎣
⎤
⎦ ⋅Q

−1.Q ⋅ σk
⎡
⎣
⎤
⎦ ⋅Q

−1 =−Ek

Ik
⎡
⎣
⎤
⎦ σk
⎡
⎣
⎤
⎦= Ik
⎡
⎣
⎤
⎦ σk
⎡
⎣
⎤
⎦= σk
⎡
⎣
⎤
⎦ →EkJ k =J kEk = J k ;

Ik
⎡
⎣
⎤
⎦ Im≠k
⎡
⎣
⎤
⎦= σk
⎡
⎣
⎤
⎦ Im≠k
⎡
⎣
⎤
⎦= σk
⎡
⎣
⎤
⎦ σm≠k
⎡
⎣

⎤
⎦ ≡ 0→EkEm≠k = EkJm≠k = J kJm≠k ≡ 0

     
Tn = Ek cos nµk + Jk sin nµk( )

k⊕
∑ .
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This expression is especially beautiful for 1D case when because matrix is just a 2x2 
block itself: 

     

where we can use specific expression for Q 

  

and you can directly show that . Using traditional definitions of α,β,γ functions 
introduced by Courant and Snider we can rewrite (38) in form you would find in standard 
accelerator books: 

  (M2-111) 

Ik⎡⎣ ⎤⎦= I; σk⎡⎣ ⎤⎦= S;

T= Icosµ+J sinµ;
E=Q ⋅I ⋅Q−1= I;J=−Q ⋅S ⋅SQTS=Q ⋅QT ⋅S

    

Q = ReY , ImY⎡
⎣

⎤
⎦=

w 0

′w 1
w

⎡

⎣

⎢
⎢
⎢
⎢⎢

⎤

⎦

⎥
⎥
⎥
⎥⎥

;Q ⋅QT =
w 0

′w 1
w

⎡

⎣

⎢
⎢
⎢
⎢⎢

⎤

⎦

⎥
⎥
⎥
⎥⎥

w ′w

0 1
w

⎡

⎣

⎢
⎢
⎢
⎢⎢

⎤

⎦

⎥
⎥
⎥
⎥⎥

=
w2 w ′w

w ′w 1
w2 + ′w 2

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

J = Q ⋅QT ⋅S =
w2 w ′w

w ′w 1
w2 + ′w 2

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

0 1
−1 0

⎡

⎣
⎢
⎢⎢

⎤

⎦
⎥
⎥⎥
=

−w ′w w2

−
1

w2 + ′w 2⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟ w ′w

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

   J
2 =−I

    

T = Icosµ + J sinµ; J =
α β
−γ −α

⎛

⎝

⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟
;J2 =−I;

β= w2; α=−w ′w =- ′β / 2;γ= ′w 2 + w−2 =
1+α2

β
.
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Now we are ready to make use of our parameterization: 

 (M2-114) 

with 2n constants of motion coming in pairs of amplitude and phased of 
ociallator . Starting from this point we will use real 
amplitudes  and separate phase explicitly: . 

Xo = Re akYk s( )eiψ k s( )

k=1

n

∑ ≡

ak Rk s( )cos ψ k s( ) +ϕk( )−Qk s( )sin ψ k s( ) +ϕk( )( )
k=1

n

∑ ; ak = ak e
iϕk ;

{ak ,ϕk},k = 1,...,n
ak → ak ak → ak e

iϕk
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Action-angle variables. A very important transformation (not-only!) in accelerator 

physics is the transformation to the action-angle variables . Usually this 

requires two steps: The first is to Canonically transfer to Canonical conjugate oscillators 
(you may remember them from quantum mechanics?): 

.    (M2-116) 

  (M2-117) 

The second step is very simple since it is well known from classical theory of harmonic 
oscillators. A generation function transformation making this Canonical transformation 
happening is very simple to construct: 

  (M2-118) 

� 

ϕk,Ik = ak
2

2
⎧ 
⎨ 
⎩ 

⎫ 
⎬ 
⎭ 

 
!qk =

ake
iϕk

2
, !pk = i

ake
− iϕk

2
⎧
⎨
⎩

⎫
⎬
⎭

 

XT ≡ ..qk , pk ...{ }⇔ Aqo
T ≡ !qk =

ake
iϕk

2
, !pk = i

ake
− iϕk

2
⎧
⎨
⎩

⎫
⎬
⎭
;

XT = VAqo; V = 1
2
Y1,iY

*
1......⎡⎣ ⎤⎦ ⇒ VTSV = S #

qk =ϕk; pk ≡ Ik =
ak

2

2
⎧
⎨
⎩

⎫
⎬
⎭
⇔ !qk =

ake
iϕk

2
, !pk = i

ake
− iϕk

2
⎧
⎨
⎩

⎫
⎬
⎭

F q, !q( ) = − i
!qk
2

2
e−2iϕk

k=1

n

∑ ; ∂F
∂s

= 0→ !H = H

Ik =
∂F
∂qk

≡ ∂F
∂ϕk

= !q2ke
−2iϕk = ak

2

2
; !pk = − ∂F

∂ !qk
= i !qke

−2iϕk i ake
− iϕk

2
.
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Similarly, we can make transformation for pairs of real oscillator components: 

.    (M2-119) 

with obvious symplectic transformation 

   (M2-120) 

Again, the generation function transformation making this Canonical transformation 
happening is very simple to construct: 

 (M2-121) 

 !qk = ak cosϕk , !pk = −ak sinϕk{ }

     

AT
osc = ...qk , pk ...{ }= ...ak cosϕk ,−ak sinϕk ...{ }

X = Q ⋅ Aosc→ Aosc = Q−1X ; Q−1TSQ−1 = S.

 

qk =ϕk; pk ≡ Ik =
ak

2

2
⎧
⎨
⎩

⎫
⎬
⎭
⇔ !qk = ak cosϕk , !pk = −ak sinϕk{ }

F q, !q( ) = !qk
2

2
tanϕk

k=1

n

∑ ; ∂F
∂s

= 0→ !H = H

Ik =
∂F
∂qk

≡ ∂F
∂ϕk

=
!q2k

2cos2ϕ
= ak

2

2
; !pk = − ∂F

∂ !qk
= − !qk tanϕk = −ak sinϕk .
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This result (even though expected) has long-lasting consequences – the trivial (linear) 
part in the Hamiltonian can be removed from equations of motion, so allowing one to use 
this in perturbation theory or at least to focus only on non-trivial part of the motion. But 
by design for a linear Hamiltonian system,  

   (M2-118) 

= const. It means that 

    (M2-119) 

It means that equation of motion for a linear s-dependent Hamiltonian system are reduced 
to a set of constant: amplitudes and phases of oscillations:  

  (M2-120) 

What it important to note that  is an adiabatic invariant of an oscillator, e.g. is the 
phase space area of the covered by oscillator divided by π. We can call it “particle’s 
emittance” in the k-th mode. 
 

HL =
1
2

hij (s)xi
i=1

2n

∑
i=1

2n

∑ x j ≡
1
2
XT ⋅H(s) ⋅X

AT

 

∂F q, !q, s( )
∂s

= −HL

ϕk = const; Ik =
ak

2

2
= const; k = 1,2...,n

Ik
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Thus, if we are applying transformation of the action-angle Canonical variables of an 
arbitrary (in general case, nonlinear) Hamiltonian system 

    (M2-121) 

we will come to the reduced equations of motion with the Hamiltonian:  

    (M2-122) 

where we eliminated “boring” oscillating part of the motion.  

Since next step of transformation to the action-angle variables (41) does not change the 
Hamiltonian, we finally get: 

    (M2-123) 

These “reduced” equations of motion can be very useful when  can be treated as 
perturbation or in studies of a non-linear map. We will return to them again and again. 

H X, s( ) = HL X, s( ) + H1 X, s( )

!H = H + ∂F
∂s

= H − HL = H1 X, s( );
!H A, s( ) = H1 X(A, s), s( ).

 

!H ϕk , Ik , s( ) = H1 X(ϕk , Ik , s), s( );
dϕk

ds
= ∂ !H
∂Ik

; dIk
ds

= − ∂ !H
∂ϕk

.

H1


